**first steps: how to**

For those who will laugh at seeing deep learning with one hidden layer and the Iris data set of 150 records, I will say: you’re perfectly right ![🙂](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAEgAAABICAMAAABiM0N1AAAAA3NCSVQICAjb4U/gAAAAPFBMVEVHcEz/zEz/zEz/zEz/zEz/y0v/zEz6x0r/z0f/zE3/zU3/zUxmRQD/zE2AXA3OoTSziSdwTQXaqzqddhwc9eCHAAAADHRSTlMA38+vSoCP9iCfYL+hGL6kAAAB6UlEQVRYhe2Y25aDIAxFtVXwBoL+/78OCtRqEgezsuZp9mMKpyHBEKgqmm5QY20S9aiG7mYwSdN/NA7qvnmm0ikNVSJalfvVvCmVyLvMra6/l9noC7xqyUWdFtj+5s6rRGbjdetUU+ROcuomUm25zAa5vIIon+mFdAglhg6q9DA+GRCnhqdjzCV33YO8n9Hn/VS8DyEvgQBFWomFbXwtjpX5g88eYGcskzMH69hsp8nOcAZhf6cIwfHTDphB2U2MkrqatY8TvC6zG6N2IWB2U8KV2cNf4KG2eYIts5sYbpj76UOZ3cQdAM/BY4IusgdqLGccj0LeBhmhASafFeywAUZofJ5+Y0Yk1owNuUUb2hifSAAVevrR0kIM/oX+UgjZkBxq7BPhMGIfLQeFlREOA1bYOHRYqWVQEwe/9/iXGZi9R6w9cfKHWrGiHcqyooU2nv7IjHUvqPO1sM17sV3heI0f2eGHXJxXtyTcmks28seKaCK+yjMEKdipiUDamrQ4DGRhua3BGy1CCdM5WmS09Zs9lMF3xdH+482odvYsYx0+7qvTptrjxdl8llm3EINOtwiphl3uCiF2qZG7Zsld/OSuonKXY7nrutwDgtyTRiX2yFLJPftUYg9Ru1cyT2PRLZHHuuTXk+fDH3Rxz1jqeFQJAAAAAElFTkSuQmCC)  
The goal at this stage is simply to take the first steps

**fit a regression model manually (hard way)**

Subject: predict Sepal.Length given other Iris parameters  
1st with gradient descent and default hyper-parameters value for learning rate (0.001) and mini batch size (32)  
  
**input**

data(iris)

xmat <- cbind(iris[,2:4], as.numeric(iris$Species))

ymat <- iris[,1]

amlmodel <- automl\_train\_manual(Xref = xmat, Yref = ymat)

**output**

(cost: mse)

cost epoch10: 20.9340400047156 (cv cost: 25.205632342013) (LR:  0.001 )

cost epoch20: 20.6280923387762 (cv cost: 23.8214521197268) (LR:  0.001 )

cost epoch30: 20.3222407903838 (cv cost: 22.1899741289456) (LR:  0.001 )

cost epoch40: 20.0217966054298 (cv cost: 21.3908446693146) (LR:  0.001 )

cost epoch50: 19.7584058034009 (cv cost: 20.7170232035934) (LR:  0.001 )

   dim X: ...

**input**

res <- cbind(ymat, automl\_predict(model = amlmodel, X = xmat))

colnames(res) <- c('actual', 'predict')

head(res)

**output**

     actual   predict

[1,]    5.1 -2.063614

[2,]    4.9 -2.487673

[3,]    4.7 -2.471912

[4,]    4.6 -2.281035

[5,]    5.0 -1.956937

[6,]    5.4 -1.729314

:-[] no pain, no gain …

After some manual fine tuning on learning rate, mini batch size and iterations number (epochs):

**input**

data(iris)

xmat <- cbind(iris[,2:4], as.numeric(iris$Species))

ymat <- iris[,1]

amlmodel = automl\_train\_manual(

               Xref = xmat, Yref = ymat,

               hpar = list(

                   learningrate = 0.01,

                   minibatchsize = 2^2,

                   numiterations = 30

                   )

               )

**output**

(cost: mse)

cost epoch10: 5.55679482839698 (cv cost: 4.87492997304325) (LR:  0.01 )

cost epoch20: 1.64996951479802 (cv cost: 1.50339773126712) (LR:  0.01 )

cost epoch30: 0.647727077375946 (cv cost: 0.60142564484723) (LR:  0.01 )

   dim X: ...

**input**

res <- cbind(ymat, automl\_predict(model = amlmodel, X = xmat))

colnames(res) <- c('actual', 'predict')

head(res)

**output**

     actual  predict

[1,]    5.1 4.478478

[2,]    4.9 4.215683

[3,]    4.7 4.275902

[4,]    4.6 4.313141

[5,]    5.0 4.531038

[6,]    5.4 4.742847

Better result, but with human efforts!

**fit a regression model automatically (easy way, Mix 1)**

Same subject: predict Sepal.Length given other Iris parameters

**input**

data(iris)

xmat <- as.matrix(cbind(iris[,2:4], as.numeric(iris$Species)))

ymat <- iris[,1]

start.time <- Sys.time()

amlmodel <- automl\_train(

                Xref = xmat, Yref = ymat,

                autopar = list(

                    psopartpopsize = 15,

                    numiterations = 5,

                    nbcores = 4

                    )

                )

end.time <- Sys.time()

cat(paste('time ellapsed:', end.time - start.time, '\n'))

**output**

(cost: mse)

iteration 1 particle 1 weighted err: 22.05305 (train: 19.95908 cvalid: 14.72417 ) BEST MODEL KEPT

iteration 1 particle 2 weighted err: 31.69094 (train: 20.55559 cvalid: 27.51518 )

iteration 1 particle 3 weighted err: 22.08092 (train: 20.52354 cvalid: 16.63009 )

iteration 1 particle 4 weighted err: 20.02091 (train: 19.18378 cvalid: 17.09095 ) BEST MODEL KEPT

iteration 1 particle 5 weighted err: 28.36339 (train: 20.6763 cvalid: 25.48073 )

iteration 1 particle 6 weighted err: 28.92088 (train: 20.92546 cvalid: 25.9226 )

iteration 1 particle 7 weighted err: 21.67837 (train: 20.73866 cvalid: 18.38941 )

iteration 1 particle 8 weighted err: 29.80416 (train: 16.09191 cvalid: 24.66206 )

iteration 1 particle 9 weighted err: 22.93199 (train: 20.5561 cvalid: 14.61638 )

iteration 1 particle 10 weighted err: 21.18474 (train: 19.64622 cvalid: 15.79992 )

iteration 1 particle 11 weighted err: 23.32084 (train: 20.78257 cvalid: 14.43688 )

iteration 1 particle 12 weighted err: 22.27164 (train: 20.81055 cvalid: 17.15783 )

iteration 1 particle 13 weighted err: 2.23479 (train: 1.95683 cvalid: 1.26193 ) BEST MODEL KEPT

iteration 1 particle 14 weighted err: 23.1183 (train: 20.79754 cvalid: 14.99564 )

iteration 1 particle 15 weighted err: 20.71678 (train: 19.40506 cvalid: 16.12575 )

...

iteration 4 particle 3 weighted err: 0.3469 (train: 0.32236 cvalid: 0.26104 )

iteration 4 particle 4 weighted err: 0.2448 (train: 0.07047 cvalid: 0.17943 )

iteration 4 particle 5 weighted err: 0.09674 (train: 5e-05 cvalid: 0.06048 ) BEST MODEL KEPT

iteration 4 particle 6 weighted err: 0.71267 (train: 6e-05 cvalid: 0.44544 )

iteration 4 particle 7 weighted err: 0.65614 (train: 0.63381 cvalid: 0.57796 )

iteration 4 particle 8 weighted err: 0.46477 (train: 0.356 cvalid: 0.08408 )

...

time ellapsed: 2.65109273195267

**input**

res <- cbind(ymat, automl\_predict(model = amlmodel, X = xmat))

colnames(res) <- c('actual', 'predict')

head(res)

**output**

     actual  predict

[1,]    5.1 5.193862

[2,]    4.9 4.836507

[3,]    4.7 4.899531

[4,]    4.6 4.987896

[5,]    5.0 5.265334

[6,]    5.4 5.683173

It’s even better, with no human efforts but machine time  
Users on Windows won’t benefit from parallelization, the function uses parallel package included with R base…

**fit a regression model experimentally (experimental way, Mix 2)**

Same subject: predict Sepal.Length given other Iris parameters

**input**

data(iris)

xmat <- as.matrix(cbind(iris[,2:4], as.numeric(iris$Species)))

ymat <- iris[,1]

amlmodel <- automl\_train\_manual(

                Xref = xmat, Yref = ymat,

                hpar = list(

                    modexec = 'trainwpso',

                    numiterations = 30,

                    psopartpopsize = 50

                    )

                )

**output**

(cost: mse)

cost epoch10: 0.113576786377019 (cv cost: 0.0967069106128153) (LR:  0 )

cost epoch20: 0.0595472259640828 (cv cost: 0.0831404427407914) (LR:  0 )

cost epoch30: 0.0494578776185938 (cv cost: 0.0538888075333611) (LR:  0 )

   dim X: ...

**input**

res <- cbind(ymat, automl\_predict(model = amlmodel, X = xmat))

colnames(res) <- c('actual', 'predict')

head(res)

**output**

     actual  predict

[1,]    5.1 5.028114

[2,]    4.9 4.673366

[3,]    4.7 4.738188

[4,]    4.6 4.821392

[5,]    5.0 5.099064

[6,]    5.4 5.277315

Pretty good too, even **better**!  
**But** time consuming on larger datasets: where gradient descent should be preferred in this case

**fit a regression model with custom cost (experimental way, Mix 2)**

Same subject: predict Sepal.Length given other Iris parameters  
Let’s try with Mean Absolute Percentage Error instead of Mean Square Error

**input**

data(iris)

xmat <- as.matrix(cbind(iris[,2:4], as.numeric(iris$Species)))

ymat <- iris[,1]

f <- 'J=abs((y-yhat)/y)'

f <- c(f, 'J=sum(J[!is.infinite(J)],na.rm=TRUE)')

f <- c(f, 'J=(J/length(y))')

f <- paste(f, collapse = ';')

amlmodel <- automl\_train\_manual(

                Xref = xmat, Yref = ymat,

                hpar = list(

                    modexec = 'trainwpso',

                    numiterations = 30,

                    psopartpopsize = 50,

                    costcustformul = f

                    )

                )

**output**

(cost: custom)

cost epoch10: 0.901580275333795 (cv cost: 1.15936129555304) (LR:  0 )

cost epoch20: 0.890142834441629 (cv cost: 1.24167078564786) (LR:  0 )

cost epoch30: 0.886088388448652 (cv cost: 1.22756121243449) (LR:  0 )

   dim X: ...

**input**

res <- cbind(ymat, automl\_predict(model = amlmodel, X = xmat))

colnames(res) <- c('actual', 'predict')

head(res)

**output**

     actual  predict

[1,]    5.1 4.693915

[2,]    4.9 4.470968

[3,]    4.7 4.482036

[4,]    4.6 4.593667

[5,]    5.0 4.738504

[6,]    5.4 4.914144

**fit a classification model with softmax (Mix 2)**

Subject: predict Species given other Iris parameters  
Softmax is available with PSO, no derivative needed ![😉](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAEgAAABICAMAAABiM0N1AAAAA3NCSVQICAjb4U/gAAAAPFBMVEVHcEz/zEz/zEz/zEz/zEz/y0v/zUz/z0f/zE3/zE3/zU1mRQD/zE3crTtyTwaIYxDywUa2jCiedxzLnjL/8Ry6AAAAC3RSTlMA34/PSoC3IJ/vYLtt3F0AAAJoSURBVFiFrZjbloMgDEXVWlEZQOj//+tUFE0g0dTFeWt1bUMukNA0vNTcDe3frnboZnXxMqt+PBin2rH/jaK6qaRsmjq5Xf3AUTYNMrPUeI1ZNQqserOLQgt835nzkmBWvS6N6kXm7EZdeOotx6xilyfwMtZYicOQHnBIUu6fxRgJqfBTjyA+WK11kJCy2CkQd+P0Lglowvl05uGJkYH+XrSD/InRHxEIuulY2JLMcd4sMgxaXIp84gQaYgwdySMHUsR2Do352O0jNvjieYrcgDieXgDwnXaZ94bdQ/vPED/IpaFGcvi1zUvdbtAlZ/sMEDK8i6AUspuImzWOxvgUWJj3EyqOjzBzFm8LUv+s6suwrBlAnINrqO2ldSErofaMGeQIKiSSQEKpZi4NT6l3WSQBO2lOwQfyZISjqQ6kIy6XrimP52Mfcfj/c4NxZbYNhK+Z/cjY80GZt21TcAAIOglyKNIlCPy5OI1UREIK8jpTHgkCRDp7Xdh324yK5WbvQWT4rYX72bfcBCBZQuYiQKISEYEERUuAiOJ/opYokUcaiKJ9pI7YRh5ppja2J1LkVvu72qctX64x79WAcFGsIgojqYcHZKZYtmGv02+lBlfsdYcmeGTnys/oKKat7FATkclQIKY1UKityeVKjqPfHKjW+NRicw63sRwtMpMBxeKYhZ3tv2IC98EnB7OxwE6bm69g002cipvQFMEOjiYOE98WlG3lUMPOLu5e2QjBFsqtioH0xzE0iRhHaw1+9UbResNxvXG93gVCvSuNptolS1Pv2qepdhEVrapzNbaZVeWybrfrl+vDf3NowNZ4dUC+AAAAAElFTkSuQmCC)

**input**

data(iris)

xmat = iris[,1:4]

lab2pred <- levels(iris$Species)

lghlab <- length(lab2pred)

iris$Species <- as.numeric(iris$Species)

ymat <- matrix(seq(from = 1, to = lghlab, by = 1), nrow(xmat), lghlab, byrow = TRUE)

ymat <- (ymat == as.numeric(iris$Species)) + 0

amlmodel <- automl\_train\_manual(

                Xref = xmat, Yref = ymat,

                hpar = list(

                    modexec = 'trainwpso',

                    layersshape = c(10, 0),

                    layersacttype = c('relu', 'softmax'),

                    layersdropoprob = c(0, 0),

                    numiterations = 50,

                    psopartpopsize = 50

                    )

                )

**output**

(cost: crossentropy)

cost epoch10: 0.373706545886467 (cv cost: 0.36117608867856) (LR:  0 )

cost epoch20: 0.267034060152876 (cv cost: 0.163635821437066) (LR:  0 )

cost epoch30: 0.212054571476337 (cv cost: 0.112664100290429) (LR:  0 )

cost epoch40: 0.154158717402463 (cv cost: 0.102895917099299) (LR:  0 )

cost epoch50: 0.141037927317585 (cv cost: 0.0864623836595045) (LR:  0 )

   dim X: ...

**input**

res <- cbind(ymat, automl\_predict(model = amlmodel, X = xmat))

colnames(res) <- c(paste('act',lab2pred, sep = '\_'),

paste('pred',lab2pred, sep = '\_'))

head(res)

tail(res)

**output**

  act\_setosa act\_versicolor act\_virginica pred\_setosa pred\_versicolor pred\_virginica

1          1              0             0   0.9863481     0.003268881    0.010383018

2          1              0             0   0.9897295     0.003387193    0.006883349

3          1              0             0   0.9856347     0.002025946    0.012339349

4          1              0             0   0.9819881     0.004638452    0.013373451

5          1              0             0   0.9827623     0.003115452    0.014122277

6          1              0             0   0.9329747     0.031624836    0.035400439

    act\_setosa act\_versicolor act\_virginica pred\_setosa pred\_versicolor pred\_virginica

145          0              0             1  0.02549091    2.877957e-05      0.9744803

146          0              0             1  0.08146753    2.005664e-03      0.9165268

147          0              0             1  0.05465750    1.979652e-02      0.9255460

148          0              0             1  0.06040415    1.974869e-02      0.9198472

149          0              0             1  0.02318048    4.133826e-04      0.9764061

150          0              0             1  0.03696852    5.230936e-02      0.9107221

**change the model parameters (shape …)**

Same subject: predict Species given other Iris parameters  
1st example: with gradient descent and 2 hidden layers containing 10 nodes, with various activation functions for hidden layers

**input**

data(iris)

xmat = iris[,1:4]

lab2pred <- levels(iris$Species)

lghlab <- length(lab2pred)

iris$Species <- as.numeric(iris$Species)

ymat <- matrix(seq(from = 1, to = lghlab, by = 1), nrow(xmat), lghlab, byrow = TRUE)

ymat <- (ymat == as.numeric(iris$Species)) + 0

amlmodel <- automl\_train\_manual(

                Xref = xmat, Yref = ymat,

                hpar = list(

                    layersshape = c(10, 10, 0),

                    layersacttype = c('tanh', 'relu', ''),

                    layersdropoprob = c(0, 0, 0)

                    )

                )

nb: last activation type may be left to blank (it will be set automatically)

2nd example: with gradient descent and no hidden layer (logistic regression)

**input**

data(iris)

xmat = iris[,1:4]

lab2pred <- levels(iris$Species)

lghlab <- length(lab2pred)

iris$Species <- as.numeric(iris$Species)

ymat <- matrix(seq(from = 1, to = lghlab, by = 1), nrow(xmat), lghlab, byrow = TRUE)

ymat <- (ymat == as.numeric(iris$Species)) + 0

amlmodel <- automl\_train\_manual(

                Xref = xmat, Yref = ymat,

                hpar = list(

                    layersshape = c(0),

                    layersacttype = c('sigmoid'),

                    layersdropoprob = c(0)

                    )

                )

**ToDo List**

* transfert learning from existing frameworks
* add autotune to other parameters (layers, dropout, …)
* CNN
* RNN